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I published a critical review of the face inversion effect (Rossion, 2008) that triggered a few reactions and
commentaries by colleagues in the field (Riesenhuber & Wolff, 2009; Yovel, in press). Here, I summarize
my original paper and attempt to identify the source of both the agreements and disagreements with
my colleagues, as well as other authors, regarding the nature of the face inversion effect. My view is that
the major cause of the detrimental effect of inversion on an observer’s performance at individual face rec-
ognition is the disruption of a perceptual process. This perceptual process is makes and observer see the
multiple features of a whole individual upright face at once. It also makes the percept of a given facial fea-
ture highly dependent on the location and identity of the other features in the whole face. The perceptual
process is holistic because it is driven by a holistic face representation, derived from visual experience.
Hence, an inverted face cannot be perceived holistically: the perceptual field of the observer is constricted
for inverted faces, each facial feature having to be processed sequentially, independently, i.e. over a smaller
spatial window than the whole face. Consequently, it is particularly difficult to perceive diagnostic cues
that involve several elements over a wide space on an inverted face, such as long-range relative distances
between features (e.g., relative distance between eyes and mouth), or diagnostic cues that are located far
away from usual gaze fixation (e.g., mouth–nose distance or mouth shape when fixating between the
eyes). These difficulties are mere consequences of face inversion – the cause being a loss of holistic percep-
tion-, and it does not follow that relative distances between internal features are necessarily particularly
important to recognize faces, that they should be labeled ‘‘configural”, or should be given a specific status
at the representational level. I argue that distinguishing the cause and consequence(s) of face inversion this
way can provide a parsimonious and yet complete theoretical account of the face inversion effect.

� 2009 Elsevier B.V. All rights reserved.
1. Introduction brain perceives and recognizes faces. However, exactly 40 years
My original paper published in this journal, and which is the sub-
ject of two commentaries, was on face inversion (Rossion, 2008). An
upright and an inverted face are strictly identical except for the ori-
entation (i.e., phase) of the visual stimulus. However, we are quite
good at recognizing upright faces, but terrible when the same faces
are presented upside-down (Fig. 1A). This decrease of performance
is known for a long time (e.g., Goldstein, 1965; Hochberg & Galper,
1967) and concerns the recognition of famous, personally familiar,
or previously seen (old/new discrimination) faces. We are also sig-
nificantly impaired and slowed down at matching/discriminating
inverted as compared to upright unfamiliar faces (Fig. 1B), and most
studies of this phenomenon have used such tasks with unfamiliar
faces.

Like many other authors, I believe that a full understanding of
this phenomenon will help us greatly in clarifying how the human
ll rights reserved.

no.rossion@psp.ucl.ac.be
after Yin’s (1969) seminal study showing a much larger effect of
inversion for faces than objects, the reason why face recognition
is affected so much by inversion remains unclear.

I wrote this critical review of the face inversion effect mainly
because I had the feeling that a series of papers published over
the last few years by some of my colleagues (Riesenhuber, Jarudi,
Gilad, & Sinha, 2004; Sekuler, Gaspar, Gold, & Bennett, 2004; Yovel
& Kanwisher, 2004) were even increasing the conceptual confusion
that currently reigns in the literature about the nature of the face
inversion effect. I have now read with interest the replies of my
colleagues Yovel (in press), as well as Riesenhuber and Wolff
(2009) to the critical points that I raised about their original studies
(Rossion, 2008). I thank these authors for their replies. In light of
the complementary information that they provide in these replies,
I may have made a few references to methodological aspects or
results of their previous work, or the work of other authors, that
were not correct, and I apologize for these mistakes (see Appendix
1). However, these are minor and largely irrelevant points, and I
stand completely by the major criticisms that I made of their
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Fig. 1. (A) Inversion affects dramatically the recognition of famous faces, but also
personally familiar or previously seen faces. (B) Matching or discriminating
unfamiliar faces also suffers from inversion, people making more mistakes and
being much slower with inverted as compared to upright faces.
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original studies. Most importantly, these authors still cannot rec-
oncile their data with the outcome of previous studies. I provide
more information below, but also at the end of the present paper
(Appendix 1) regarding these points, for readers interested in the
precise scientific argumentation over methodological issues.

My intention for the present contribution is to be more con-
structive, and to aim at identifying the agreements, and most
importantly the source of the remaining disagreements with these
authors, in order to make progress regarding the theoretical ac-
count of the face inversion effect. I first briefly summarize what I
wrote in my original paper (Rossion, 2008). I then clarify the theo-
retical position I took, which again, like Yovel’s (in press) and Rie-
senhuber and Wolff’s (2009) views, does not give a special status to
certain diagnostic facial cues (i.e., relative distances between fea-
tures) over others at the level of face representation. This is a the-
oretical position that is not novel at all, since it was already
explicitly formulated by Tanaka and Farah (2003, pp. 62–64). How-
ever, I believe that these authors – including Tanaka and Farah –
failed to consider the following: the encoding of relative distances
between features could well be affected more than the encoding of
local featural cues by inversion, precisely because integration of
information over a larger spatial range is more critical to encode
the former cues (relative distance) than the latter. This point, on
which my colleagues and I seemingly disagree, is critical. I con-
clude the present paper by explaining how this view stands with
respect to other theoretical positions in the field regarding the face
inversion effect, and make a few suggestions for future research in
this field.

2. A summary of my paper and theoretical position regarding
the face inversion effect

I started my paper by claiming that, based on the literature,
what inversion does is to disrupt something called ‘‘holistic face pro-
cessing” (statement #1). This holistic processing disruption would
be the major cause of the inversion effect (as outlined clearly pre-
viously by Tanaka, Farah and colleagues; see Farah, Drain, & Tana-
ka, 1995; Farah, Wilson, Drain, & Tanaka, 1998; Tanaka & Farah,
1993, 2003).

I then considered another kind of literature supporting the idea
that when a face is inverted, the perception of certain cues that are
diagnostic to individualize a face is more affected than the percep-
tion of other cues (statement #2). This view is what I call a quali-
tative view of face inversion.

In contrast, according to a quantitative view, all diagnostic facial
cues are affected the same way by inversion. In other words, up-
right and inverted faces are processed just the same way, but less
efficiently for inverted faces. Valentine (1988), and more recently
Sekuler et al. (2004), argued in favor of this quantitative view.
However, this view, other than stating that we are less good with
inverted faces because we do not see faces in this orientation very
often, does not offer any theoretical account of the inversion effect.
I also argued in my review that showing that a local area of the
face, the eyes in particular, can be the most diagnostic for process-
ing individual faces by means of a distributed aperture method and
response classification (Gosselin & Schyns, 2001; Haig, 1985), was
not an argument against the view that we process faces holisti-
cally. Thus, showing that, under certain circumstances, roughly
the same area of the eyes is used (Sekuler et al., 2004) and fixated
(Williams & Henderson, 2007) when processing upright vs. in-
verted faces is an interesting observation, but it does not dismiss
the qualitative view of face inversion at all.

I claimed that (#1) is the cause of the face inversion effect, while
(#2) is merely a consequence of it. This cause vs. consequence rela-
tionship is a third statement made in my previous paper (#3). I
consider this point as particularly important, and perhaps the only
original point I made in that paper (Rossion, 2008), and which is
emphasized here.

Partly because of the observation (#2), some authors have given
a special status to certain face cues, at the representational level,
i.e. those that are generally affected the most by inversion (e.g.,
Carey, 1992; Diamond & Carey, 1986; Maurer, Le Grand, & Mond-
loch, 2002). These authors have also argued that the face inversion
effect was largely due to the loss of the perception of these cues,
which they believed to be highly diagnostic for face recognition.
In doing so, it seems that these authors confused the cause and
the consequence(s) of the face inversion effect.

Besides an argumentation based on logic, I provided evidence
from three sources supporting (#3): data from faces rotated in
the plane over multiple angles; manipulation of relative distances
between features in the vertical vs. horizontal direction; and the
nature of the face recognition impairment in acquired prosopagno-
sia. The reader interested in this argumentation should refer to my
previous paper (Rossion, 2008; see also Busigny & Rossion, in
press; Rossion & Boremanse, 2008).
3. The source(s) of the (dis)agreements

While both Yovel (in press) and Riesenhuber and Wolff
(2009) agree with me on (#1), they do not agree with me on
(#2).

What we have to discuss briefly now is thus:
Whether (#2) is correct or not?
If so, why do I think that (#2) is the consequence of (#1)?

Finally, if (#2) is correct, does it imply that certain cues – in par-
ticular the relative distances between features – must have special
status at the representational level?



Fig. 2. Human faces vary naturally in terms of shape (defined primarily by the bone structure), and surface reflectance of the light (color and texture). Stimuli can be
artificially transformed so that either shape, surface reflectance, or both can be diagnostic of identity (O’Toole et al., 1999). If natural global shape variations are preserved, the
face inversion effect is larger for faces differing in shape only as compared to surface reflectance (Jiang et al., in press). This further supports the qualitative view of face
inversion, according to which inversion affects certain diagnostic facial cues more than others (Rossion, 2008).
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3.1. Are relative distances between features more affected – in general
– by inversion than local features?

Looking at the face processing literature, it is clear to me that,
on average, the statement (#2) is correct: when a face is inverted,
certain cues that are diagnostic to individualize a face are more
affected than other cues. What are these cues that are diagnostic
to individualize a face? Individual faces vary both in terms of bone
structure, defining 3D shape, and surface reflectance (brightness,
color and texture) (Bruce & Young, 1998) (Fig. 2). These variations
in shape and surface reflectance are either global, that is, they are
found at the level of the entire face stimulus, or more local, con-
cerning particular elements of the faces, the facial features (eyes,
nose, mouth, . . ., see Figs. 2 and 3). In typical 2D face stimulus as
used in most experiments, that is a photograph or a schematic face,
variations can be found or artificially created either by modifying
the shape or the surface properties of local features (eyes elongated
vs. round eyes, blue vs. brown, . . .), or by modifying the metric
distances between features (e.g., eyes wider apart, nose–mouth
distance shorter, . . .) (Fig. 3).

Among these cues that can be used quite efficiently to discrim-
inate individual faces, which ones are more susceptible, if any, of
becoming less diagnostic when a face is presented upside-down?
In general, many studies have found that these diagnostic cues
concern primarily the relative distances between features (e.g.,
nose–mouth distance; interocular distance, . . .) as compared to
local manipulations on these features (e.g., a modification of the
shape and/or surface reflectance of the mouth or eyes for instance,
without changing the feature’s position). If I am correct, this larger
effect of inversion for discriminating faces differing on relative dis-
tances between features than local features was observed first in a
seminal study by Sergent (1984), in which she used a delayed indi-
vidual face discrimination task. Since then, this effect has been
shown by many independent groups of researchers, using different
kinds of manipulations of features and relative distances between
features (e.g., Barton, Keenan, & Bass, 2001; Boutet, Collin, & Fau-
bert, 2003; Cabeza & Kato, 2000; Collishaw & Hole, 2000; Freire,
Lee, & Symons, 2000; Goffaux, 2008; Goffaux & Rossion, 2007; Le
Grand, Maurer, Mondloch, & Brent, 2001; Leder & Bruce, 2000; Le-
der, Candrian, Huber, & Bruce, 2001; Rhodes, Hayward, & Winkler,
2006; Searcy & Bartlett, 1996). This finding can perhaps be inter-
preted in different ways, but it is a fact. In short, if one considers
the entire literature, both Yovel (in press) as well as Riesenhuber
and Wolff (2009) are mistaken when dismissing (#2): when a face
is inverted, the perception of certain cues that are diagnostic to indi-
vidualize a face is more affected than the perception of other cues.

However, these authors (Riesenhuber et al., 2004; Yovel &
Kanwisher, 2004) reported their own data, and these data do not
support this claim (#2), i.e. they did not find a larger effect of inver-
sion for manipulations of the relative distances between features
than for local features in their respective experiments.

At this point, the reader should note that, in the literature, rel-
ative distances between features are often referred to as ‘‘configu-
ral” information, as opposed to ‘‘featural” information. Thus, in
other words, Riesenhuber et al. (2004) found equal effects of inver-
sion for ‘‘configural” and ‘‘featural” conditions. As a matter of fact,
Yovel and Kanwisher (2004) even found a significantly larger effect
of inversion for the ‘‘featural” condition than for the ‘‘configural”
condition, which is the complete opposite result than above-men-
tioned previous studies.

What I showed in my critical review are three points: (A) the
data reported in these two studies were not very convincing in
my opinion, because the papers lacked important information,
and there were several methodological weaknesses with the stim-
uli and paradigms used; (B) the methodological factors that these
authors proposed to account for the discrepancy between their
observations and data collected in other studies were purely spec-
ulative, and their data (i.e., Riesenhuber et al., 2004 vs. Yovel &
Kanwisher, 2004) contradict each other with respect to the role
of these factors; and (C) even if their results do not show a larger
effect of inversion for discrimination of relative distances between
features in their experiments, they have no good reason to rule out
the rest of the literature, which largely supports (#2). I will briefly
discuss these issues in turn below (see also Appendix 1, and
Rossion, 2008).

(A) In their present reply, my colleagues clarify some aspects of
their data, providing correct RTs for instance. It is unfortunate that
the data and full analyses are still not completely available, even as
supplementary material (see Appendix 1). However, it seems that,
indeed, neither Yovel and Kanwisher (2004) nor Riesenhuber et al.



Fig. 3. In experiments of the face inversion effect, subtle manipulations of a base
face (in the centre here) are usually made at the level of the eyes, the mouth, or both
simultaneously and the participants have to discriminate these faces. These
manipulations, illustrated here on a number of examples around the base face,
may concern (clockwise from upper left around the base face): eyes wider apart and
mouth upper in the face; eyes closer and mouth lowered; eyes lower; mouth
bigger; whole eye modified (shape and surface properties); mouth color/contrast;
eyeball color only; eye size. All these cues are potentially diagnostic to individualize
a face, but the perception of some of these cues appear to suffer relatively more
from inversion, an observation which helps us understanding the nature of the face
inversion effect. Usually, an observer will fixate primarily the eye region of the face,
even on an inverted face (Williams & Henderson, 2007) and will thus detect less
well the variations at the level of the mouth, relatively far away from fixation, and
vertical moves of the eyes, which are easily perceived by taking into account the
whole face. If one fixates the mouth on these inverted faces, the relative easiness of
the different discriminations change dramatically. However, on the same stimuli
presented upright, the location and nature of the change matters much less, given
that the face is perceived as a whole.
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(2004) found a larger inversion effect for processing ‘‘configural”
than ‘‘featural” trials, even when considering correct RTs. I am
not going to argue against their data, but I still find some aspects
of their experiments not very solid and convincing. For instance,
notwithstanding the relatively small degree of these changes, that
one could not assess in their original publication, Riesenhuber et al.
(2004) will admit that they were not very careful in manipulating
what they called the ‘‘features” of the face: they swapped entire
areas around the features (eyes and mouth), which also contain
diagnostic information about relative distances (a point also
emphasized here by Yovel (in press)). Thus, even though the stim-
uli they illustrate in their reply show that these manipulations
were not that large, I stand by the claim that this factor may have
greatly influenced their results (see Rossion, 2008). I still suspect
that this biased comparison played a role in the absence of differ-
ence between conditions, and I would have hoped that they con-
trolled this factor in a proper experiment in their reply. Another
issue is that Yovel and Kanwisher (2004) presented conditions that
were not comparable because both the eyes and the mouth were
modified in their ‘‘featural” trials, while in the majority (60%) of
their ‘‘configural” trials, either the mouth or the eyes were modified
(see Fig. 1 in Yovel and Kanwisher (2004), and Appendix 1).

Most importantly, as I indicated, Yovel and Kanwisher (2004)
used only one male face stimulus over the course of an entire study.
This single stimulus was transformed to give only four ‘‘featural”
and four ‘‘configural” variants, and all possible combinations were
used once to create pairs of stimuli to match or discriminate. Per-
formance was thus measured in this experiment with the same
faces repeated for a large amount of times, and with one kind of
face shape throughout the whole experiment. The two faces in a
pair differed either in terms of local features or relatives distances
between these features, but face shape was normalized in that
study.

Admittedly, I do not know if this normalization of the global
face shape is important or not in accounting for the difference in
results between Yovel and Kanwisher (2004) and other studies
(see Rossion, 2008 and below). I just think that it is not ecological
at all to use only a single face shape throughout an entire experi-
ment, and it is certainly susceptible to elicit particular strategies
of the participants during the task. After all, variation of the rela-
tive distances between features is naturally dependent on the glo-
bal face shape (i.e., in real life circumstances, a large interocular
distance is more likely to be observed in a person with a big head).
In this context, it is interesting to note that variations in global face
shape lead to larger inversion costs in performance than variations
in internal features (Van Belle, De Smet, De Graef, Van Gool, & Ver-
faillie, 2009). As a matter of fact, Anaki and Bentin (submitted for
publication) recently attempted to replicate Yovel and Kanwisher
(2004) with a very similar design as used in the neuroimaging ver-
sion of the task (blocked conditions, subjects informed about the
nature of the cues) but with many more stimuli varying in shape.
While Yovel and Kanwisher (2004) found a significantly larger
inversion effect for ‘‘featural” than ‘‘configural” conditions, Anaki
and Bentin (submitted for publication) found a non-significant
trend in the other (usual) direction. This non-replication does not
only cast serious doubts about the generalization of the original
findings of Yovel and Kanwisher (2004), but it suggests that in this
last study the lack of variation of face shape between trials may
have been an important factor explaining the lack of a larger effect
for ‘‘configural” trials.

(B) Neither Yovel and Kanwisher (2004) nor Riesenhuber et al.
(2004) can explain yet why they found something different than
other studies. In other words, they did not demonstrate that the
factors that they proposed (blocking conditions, equalizing diffi-
culty between the two kinds of trials) to explain why other studies
found larger effects of inversion for ‘‘configural” trials are valid or
not. In particular, Riesenhuber et al. (2004) published a paper in
which they claimed that blocking or randomizing conditions led
to differential costs of inversion for ‘‘configural” vs. ‘‘featural” con-
ditions in their study. However, they had no evidence whatsoever
to support this claim: they did not have a hint of a triple interac-
tion between the factors blocking (block vs. random presentation),
orientation (upright vs. inverted) and condition (‘‘configural” vs.
‘‘featural”) (see Appendix 1). Thus, they made a strong statement
based on no evidence at all. I regret that Riesenhuber and Wolff
(in press) do not acknowledge, in their reply, that Riesenhuber
et al. (2004) did not observe any triple interaction to support their
point, rather than focusing on irrelevant two-ways interactions.
Yovel and Kanwisher (2004) suggested than when performance
for the two conditions is equal at upright orientation, then there
is no larger inversion cost for the ‘‘configural” condition. I chal-
lenged this suggestion, and I am happy to read that Yovel (in press)
acknowledges that this equal performance at upright orientation is
not an important, or even a contributing, factor. Thus, as I indicated
previously, these factors do not appear to be crucial in explaining
the discrepancy between studies. In my opinion, before making
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any strong claim about the factors potentially explaining the dis-
crepancy of their results with those of previous studies, these
authors should have perhaps first replicated a larger effect of inver-
sion for ‘‘configural” vs. ‘‘featural” also with their single face stim-
ulus, then show that by controlling for certain methodological
factors this differential effect of inversion could be eliminated.
They did not do it, and do not do it either in the present replies.

(C) As things stand, there are indeed a few studies that do not
find larger effects of inversion for ‘‘configural” than ‘‘featural” mod-
ifications on faces, or studies that even find a larger effect for the
latter (Yovel & Kanwisher, 2004). Yet, there is still a majority of
studies that observed such a difference, some of them with a ran-
domization of ‘‘configural” and ‘‘featural” conditions and/or equal
performance at upright orientation for the two kinds of trials
(see Rossion, 2008). Rather than dismissing, unfairly in my opinion,
these observations, one should better pay attention to them be-
cause they are important to understand what is truly happening
when an individual face is presented upside-down, i.e. the nature
of the face inversion effect.

So I will conclude that, based on the literature and contrary to
the claims, the statement #2 is at least partly correct: when a face
is inverted, it affects the perception of certain cues more than oth-
ers. In general, all other things being equal, it will be the relative
distances between features that will be most affected. However,
this detrimental effect can be potentially modulated by other fac-
tors. Yovel (in press) as well as Riesenhuber and Wolff (in press)
could only speculate about these kinds of factors in their previous
studies, and again they did not provide any evidence that these fac-
tors (blocking, leveling the performance for conditions at upright
orientation) were critical. In subsequent papers, Yovel and Ducha-
ine (2006) and now Yovel (in press) argue that the critical distinc-
tion to make is between studies that manipulated local shape as
opposed to surface reflectance information (brightness, texture
and color). I agree that this distinction is an important factor to
consider, as I did in my previous paper (p. 279; see also Appendix
1 here). However, this observation is rather trivial and was made
quite some time ago by researchers who manipulated surface
reflectance rather than shape of the local features (e.g., Barton
et al., 2001; Leder & Bruce, 2000; Searcy & Bartlett, 1996), or
who, at least, minimized shape and size variations in their stimuli
(e.g., Freire et al., 2000). This manipulation was done for a very
good reason: local modifications of surface reflectance, contrary
to local modifications of shape, do not affect the relative distances
between features! Hence, we are circling around each other’s rea-
soning: while Yovel (in press) dismisses small inversion costs for
features as being due to changes in surface reflectance rather than
shape, I argue that it is precisely the point: manipulations of sur-
face reflectance do not affect relative distances. Thus, they are a
more valid (i.e., independent of relative distances) manipulation
of local features, at least in such experiments, than manipulations
of shape and/or size.

3.1.1. The issue of shape vs. surface reflectance
How can we get around this problem? My view on this issue is

the following:

(1) The human brain’s efficiency in recognizing people from
their face relies on multiple potential sources of diagnostic
information, that is, variations between faces that character-
ize identity. A large amount of studies have indeed empha-
sized the distinction between the role of local features
variations and of relative distances between these features
as carrying important roles in face identity recognition.
However, perhaps a more basic distinction to make is indeed
between the 3D shape of the face, defined essentially but not
exclusively by the bone structure of the head, and the 2D
surface information (brightness, color and texture varia-
tions), defined by the reflectance of light on the skin (Bruce
& Young, 1998) (Fig. 2): individual faces vary tremendously
in both shape and surface reflectance information.

(2) Variations of surface reflectance are important diagnostic
cues for individualizing faces (Jiang, Blanz, & O’Toole,
2006; O’Toole, Vetter, & Blanz, 1999; Russell, Biederman,
Nederhouser, & Sinha, 2007). They concern the face stimulus
at both the global (e.g., skin color, pigmentation), and local
(eye color, mouth texture, . . .) levels (Figs. 2 and 3). Hence,
there is no reason to dismiss these variations as being ‘‘pri-
marily mediated by low-level processes” (Yovel & Kanwisher,
2004).

(3) At a global level (i.e., the whole face), variations in surface
reflectance alone lead to substantial inversion effects (Rus-
sell et al., 2007; see also Jiang, Blanz, & Rossion, in press).

(4) Even at the global level, providing that the overall contour of
the head is kept diagnostic (unlike in Russell et al. (2007))
these inversion costs appear to be larger for shape than sur-
face reflectance (Jiang et al., in press; Fig. 2). This observa-
tion supports the qualitative view of face inversion
(Rossion, 2008), but it is difficult to reconcile with my col-
leagues’ (Riesenhuber & Wolff, in press; Yovel, in press) posi-
tion that all face cues suffer equally from inversion.

(5) A uniform local variation of surface reflectance between two
face stimuli (e.g., a blue eye vs. a brown eye) is, in itself,
invariant to orientation, contrary to most local variations
in shape. Hence, it is understandable that variations in sur-
face reflectance would lead to smaller inversion effects than
variations of shape.

(6) Despite this invariance to orientation, local variations of sur-
face reflectance alone can generally lead to small inversion
costs when they are inserted in the whole face, at least in
correct RTs (e.g., Barton et al., 2001; Sergent, 1984). Unfortu-
nately, to my knowledge, the inversion effect has been mea-
sured only with variations of the eyes (color, contrast) alone
or of the eyes and mouth together, but not when a feature
located away from fixation such as the mouth alone for
instance, would vary in color or contrast.

(7) Contrary to what is stated by Yovel (in press), even when it is
only shape or size of features that varies between faces, and
thus that surface reflectance is constant, inversion costs may
be smaller than for modifications to relative distances
between features (e.g., Malcom, Leung, & Barton, 2005).

Thus, here again, where my position differ with Yovel (in press)
and Riesenhuber and Wolff (in press) and Riesenhuber et al. (2004)
is that rather than dismissing these observations, I consider the
fact that inversion affects differently distinct diagnostic cues to
individualize faces, such as local/global shape vs. surface reflec-
tance cues, or relative distances vs. local feature cues, as being
highly interesting. It does not follow that these different cues are
necessarily represented separately in the face processing system,
or mediated by processes at different levels; rather it is fundamen-
tal to acknowledge and characterize their differences in orientation
costs if we want to understand the nature of the face inversion ef-
fect, and more generally how we represent faces. I will turn to this
issue in the next section.

3.2. Why would relative distances between features be more affected –
in general – by inversion than local features?

Let me assume that #1 is correct: the loss of the ability to pro-
cess holistically causes the face inversion effect. What is going to
happen if you cannot process a face holistically? Well, it depends
on how you define holistic processing in the first place. In my
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paper, I considered previous accounts, as well as my own observa-
tions, to define it as ‘‘the simultaneous perception of the multiple fea-
tures of an individual face, which are integrated into a single global
representation”. There is nothing new in this definition, since, as I
indicated previously, it incorporates largely the elements men-
tioned in earlier proposals (e.g., Farah et al., 1998; Galton, 1883;
Goldstein & Chance, 1980; Ingvalson & Wenger, 2005).

This mode of processing is functional, in the sense that it allows
an observer to encode at once all the diagnostic features of a face,
including the relative distances between features, as a single repre-
sentation Moreover, as Galton (1883) put it ‘‘The general expression
of a face is the sum of a multitude of small details . . . If any one of them
disagrees with the recollected traits of a known face, the eye is quick at
observing it, and it dwells upon the difference. One small discordance
overweighs a multitude of similarities and suggests a general unlike-
ness.” Hence, according to this view, the perception of a given facial
feature depends on the whole face and vice versa. A number of
experiments, which can be illustrated as visual illusions, have sup-
ported this view (e.g., Sergent, 1984; Tanaka & Farah, 1993;
Thompson, 1980; Young, Hellawell, & Hay, 1987; Figs. 4 and 5).
Being able to perceive a face holistically is a quite efficient way
of processing a face.

It is also important to clarify a common source of confusion.
‘‘Holistic processing” here refers to a perceptual process: the face
is perceived holistically, as shown in particular by the visual illusion
of composite faces (Fig. 4; see also Fig. 5). Moreover, the source of
behavioral effects reflecting holistic processing are found in the vi-
sual cortex, in visual areas of the right hemisphere responding
preferentially to faces in particular (Harris & Aguirre, 2008; Schiltz
& Rossion, 2006), and these effects arise early on during the time-
course of face processing (N170 event-related potential, Bentin,
McCarthy, Perez, Puce, & Allison, 1996), as early as individual
face-sensitivity is observed in the human brain (Jacques, d’Arripe,
& Rossion, 2007; Jacques & Rossion, 2009). Hence, faces are both
perceived holistically and represented holistically. Or, to be more
accurate, a face is perceived holistically precisely because the
human observer has to rely on an internal face representation –
which is holistic – to derive the full percept of a face.
Fig. 4. The composite face illusion and inversion. When identical top halves of upright fac
cannot help perceiving these top halves as being slightly different. This robust visual illu
perceptual system fuses the two in a single face. However, the visual illusion vanishes or
that it is our visual experience with upright faces which makes us perceiving a face a
processing of the top part of the face (appearing in the lower visual field) can be done i
If the face presented to the observer is upside-down, it would
not be perceived holistically, as acknowledged by most authors,
including Yovel (in press), and Riesenhuber and Wolff (in press).
Let us consider this issue more carefully: suddenly, because the
face is turned upside-down, the observer is unable to perceive
the multiple features of that entire face at once, in a single global
representation. That is, the observer has to analyze the features
of the face one by one, independently, i.e., analytically. In other
words, the observer’s perceptual field, as I proposed previously
(Rossion, 2008) becomes smaller (Fig. 6). The term ‘‘perceptual
field” would refer here to the area of vision where the observer can
extract diagnostic visual information for the task, and related terms
could be the functional visual field or the perceptual spatial window.

Now, the question is the following: is this disruption of holistic
processing going to affect the perception of all diagnostic facial
cues equally strongly? Which diagnostic cues would be most sus-
ceptible to be affected when one has to resort on this analytical
mode of face processing over a smaller perceptual field?

It seems to me that it will be the cues that necessarily involve
several features, over a large space of the face, which will be
affected the most (i.e., lose their diagnosticity) by inversion. For
instance, comparing the distance between the mouth and the nose
of two faces requires to consider the two elements altogether, over
a larger space than comparing a change of color of the mouth
between the two faces. Hence, it is reasonable to consider that in
general discriminating two faces that differ only with respect to
the nose–mouth distance will be more affected by inversion than
if they differ by their mouth color, or mouth shape.

Moreover, since the perceptual field is constricted when pro-
cessing an inverted stimulus, the diagnostic cues that are further
away from the observer’s gaze become less diagnostic. Hence,
while gaze fixating on the eyes of a face does not prevent an obser-
ver to detect manipulations at the level of the mouth on an upright
face, fixating the same spot on an inverted face will dramatically
impair the observer’s ability to detect diagnostic cues at the level
of the mouth. Even though eye movements were not recorded
simultaneously in these tasks, the outcome of several elegant
behavioral experiments led by Barton and his colleagues support
es (cut in the middle of the nose here) are aligned with different bottom halves, one
sion indicates that the two halves of the face cannot be perceived in isolation: our
is strongly attenuated when the same faces are presented upside-down, suggesting
s a whole. In the inverted orientation, the perceptual field being constricted, the
ndependently of the bottom.



Fig. 5. Another visual illusion showing that inversion affects holistic perception of the whole face (Goffaux, 2008). When the two pairs of eyes are included in different whole
faces presented at upright orientation (on the left) one would easily fail to see the eyes as being exactly the same (as shown below in isolation). However, it is much easier in
inverted faces (right) because features can be perceived independently of the whole face (figure courtesy of Valérie Goffaux).

Fig. 6. Illustration of the perceptual field hypothesis in the context of holistic
perception, and the face inversion effect. The observer perceives an upright face as a
whole, so that different features are extracted simultaneously into a global percept,
irrespective of the fixation location (left: mouth; right: right eye). However, with the
same faces presented upside-down, the percept cannot be driven by a global
upright face template derived from experience. Hence, the perceptual field is
constricted and limited to one feature at a time (i.e., analytical processing). In
general, such an analytic mode of processing will be the most detrimental for the na
observer when faces differ only by long-range relative distances between features,
because such diagnostic cues require to consider several elements over a wide
space. When diagnostic cues are away from fixation (e.g., the mouth when fixating
the eyes), they can be perceived readily in an upright face but would not fall in the
perceptual field when the face is inverted. Note that the size of the perceptual field
is not absolute, but relative to the size of the face (i.e., it would be smaller for a face
seen from a longer distance).
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this view (Barton et al., 2001; Malcom et al., 2005; Sekunova & Bar-
ton, 2008). Thus, by ‘‘other factors” playing a role in the differential
inversion effect found for different types of diagnostic cues, as
mentioned above, I mean that one needs to consider the relative
length of the distance between features (e.g., short range vs.
long-range, Sekunova & Barton, 2008) and the distance of the
diagnostic cue from the observer’s gaze fixation.
Thus, to me, it follows logically, that if a disruption of holistic
perception is the primary cause (#1) of the face inversion effect,
then the perception of the relative distances between features,
which involve several elements of the face, over a relatively large
area of the face or even over the entire face (e.g., vertical displace-
ments of the eyes, Goffaux & Rossion, 2007; Sekunova & Barton,
2008) will suffer more than the perception of local features. In
the same vein, variations in global shape of the face, including head
contour, suffers more from inversion than variations in surface
reflectance (Jiang et al., in press) just because the former depends
more on the ability to perceive the face as a whole.
3.3. Relative distances between features depend more on holistic
processing, but they do not have a special status at the
representational level

If most authors agree on #1, why is it then so complicated to
reach an agreement on this issue of inversion affecting differen-
tially or not distinct facial cues?

The first reason is that a lot of other factors, alone or in combi-
nation with each other, may indeed modulate the larger effects of
inversion for some cues than others. First and foremost, if relative
distances between features can be handled over a relatively small
spatial window (e.g., eye–eyebrow distance) they may not give rise
to a large inversion effect (Sekunova & Barton, 2008). Moreover,
the observer’s usual gaze fixation location on the face matters a
lot for an inverted face. For instance, if one fixates between the
eyes of an inverted face, the constriction of the perceptual field will
make it more difficult to perceive a local manipulation at the level
of the mouth – far away from fixation – than a local manipulation
on the eyes (Sekunova & Barton, 2008). As explained above, all
these observations can be accounted for by the disruption of holis-
tic face perception by inversion, but factors such as the observer’s
expectancy (and his/her fixation location) can modulate greatly the
consequence of this loss of holistic perception. Hence, under cer-
tain circumstances, the perception of relative distances can be less
affected by inversion than the perception of a local cue (eye–eye-
brow distance vs. mouth shape to detect when observers fixate be-
tween the eyes). Yet, these circumstances and the many different
factors varying between experiments are important to understand
the face inversion effect, rather than ignoring these differences and
claiming that equal effects of inversion should be found for all
kinds of diagnostic facial cues.

As a matter of fact, methodological factors vary a lot between
experiments, and will modulate the consequence of a loss of face
perception. I have already discussed the factor of blocking condi-
tions for instance, and I mentioned that in Riesenhuber et al.’s



1 As correctly pointed out by Riesenhuber and Wolff (in press), I acknowledge that,
as many authors (e.g., Leder et al., 2001), I also subscribed to this view in a review
paper of the neural correlates of the face inversion effect published a few years ago
(Rossion & Gauthier, 2002). As far as I am concerned, and following a series of
empirical studies on face inversion and holistic face perception carried out over the
past years in my laboratory, I am now entirely convinced that this theoretical position
– attributing the cause of the face inversion effect to the loss of perception of relative
distances between features – is not correct and I was wrong to support it. I was quite
explicit about my current theoretical view in my recent review paper about that
(Rossion, 2008).
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(2004) study, blocking conditions did not interact with a differen-
tial effect of inversion for ‘‘configural” vs. ‘‘featural” trials. Never-
theless, when conditions concerning the nature (and location) of
the changes to the faces are blocked, a great deal of uncertainty is
removed for the observer: he/she has a better chance to be able
to anticipate where and to what kind of cue to pay attention. So I
agree with Riesenhuber and colleagues that blocking ‘‘configural”
and ‘‘featural” in an experiment is certainly not optimal because
it qualifies the disadvantage provided by the loss of holistic percep-
tion at inverted orientation. In fact, in some studies (e.g., Anaki &
Bentin, submitted for publication; Yovel & Kanwisher, 2004, neuro-
imaging experiment), participants are informed about the nature
and location of the changes to detect in upright and inverted orien-
tation (e.g., ‘‘discriminate faces that differ in local parts, or relative
distances between parts”). Such methodological manipulations are
not ideal because, again, it reduces the advantage provided by a
holistic mode of processing for upright faces. Indeed, being able
to process an upright face as a whole means that uncertainty about
the nature and location of the cues to detect is removed (see Ramon
& Rossion, in press). If the experimenter removes that uncertainty
by informing the participant about the nature and location of the
diagnostic cues, there is a reduced cost of inversion. Similarly, many
studies manipulate both the mouth and the two eyes simultaneously
(either changing their shape or surface reflectance, or varying the
space between them). Again, this procedure removes uncertainty,
and the differential impact of holistic processing, because the ob-
server can focus only on a small area of the face to do the task. How-
ever, when only one of these cues is changed at a time, much larger
effects of inversion can be observed (e.g., Goffaux & Rossion, 2007;
Malcom et al., 2005; Sekunova & Barton, 2008). Other methodolog-
ical factors such as the number of faces used and their variations in
head shape, or the size of the stimuli, will matter, and affect the
general larger detrimental effect of face inversion for perceiving rel-
ative distances as compared to local features. It does not mean that
it is impossible to understand what is primarily affected by face
inversion and why, but great care should be taken when comparing
studies which apparently used the same manipulations and ob-
served different results.

The second major reason why it is difficult to reach an agree-
ment is that some authors, Yovel in particular, appear to believe
that if the diagnosticity of different facial cues is affected differen-
tially by inversion, then it necessarily implies that these cues have
a different status in the representation of faces. However, this
implication is not mandatory. When a face is upright, some
diagnostic cues depend on intact holistic perception more than
other cues. If holistic perception is disrupted, their diagnosticity
is lowered the most. This is not a good reason for one to give a spe-
cific status to these cues at the level of the holistic representation
of faces. Do we give a specific status to the mouth if it is affected
more by inversion – of the whole face – than the eyes (Malcom
et al., 2005)? According to a strong holistic view of face processing
(Tanaka & Farah, 2003) – to which I adhere by and large – the
different diagnostic face cues are not stored in different subsys-
tems. They all belong to the holistic representation of faces. In
Tanaka and Farah’s (2003) own words ‘‘the holistic view maintains
that featural information and configural information are not distin-
guishable in the face representation” (p. 63).

In the same vein, if inversion affects relatively more the percep-
tion of changes to the mouth than the eyes (Barton et al., 2001;
Malcom et al., 2005; Sekunova & Barton, 2008), should we
conclude that the mouth of a face has a specific status at the
representational level relative to the eyes? Should we dismiss such
observations, or should we rather aim at understanding why this is
the case?

Thus, I agree with my colleagues Yovel (in press) and Riesenh-
uber and Wolff (in press) that there is no need to make a
distinction, at the level of the representation, between features
and so-called ‘‘configural” (or ‘‘second-order”) relations. I indicated
that in the last section of my previous paper (Rossion, 2008, p.
287): ‘‘The detrimental effect of the perception of ‘‘configural” cues fol-
lowing inversion is a real phenomenon, as we have seen in the main
part of this paper, but it should not be taken as evidence that these
cues are processed by a specific system”. I would just like to point
out that this is something that was already explicitly formulated
by Tanaka and Farah (1993, 2003), and thus, in due respect, that
Yovel (in press) certainly cannot suggest as an original claim.
4. A summary of theoretical positions

To summarize, there are currently four theoretical positions
about the nature of the face inversion effect, at least as I see it.

(1) Inversion affects all cues that are diagnostic to process faces
in the same way, and this has nothing to do with holistic/
configural face processing (Sekuler et al., 2004; Valentine,
1988).

(2) Inversion affects relative distances between features more
than local features because these two kinds of cues do not
have the same status at the representational level. Process-
ing the former kind of cues is more important for our visual
expertise with faces, and would develop particularly slowly
(Carey, 1992; Carey, Diamond, & Woods, 1980; Mondloch, Le
Grand, & Maurer, 2002). This loss of the ability to extract rel-
ative distances between features is one of the major causes
(Barton et al., 2001; Maurer et al., 2002) or the cause of the
inversion effect (Carey, 1992; Diamond & Carey, 1986; Leder
& Bruce, 2000; Leder et al., 20011).

(3) Inversion affects the perception of all diagnostic facial cues
equally because they are all incorporated in the same holis-
tic face representation (Farah et al., 1995; Riesenhuber &
Wolff, in press; Riesenhuber et al., 2004; Tanaka & Farah,
1993; Yovel, in press; Yovel & Kanwisher, 2004).

(4) All diagnostic face cues are indeed incorporated in the same
holistic face representation. However, in general, inversion
affects the perception of relative distances between features
more than local features, simply because the perception of
relative distances between features depend on holistic pro-
cessing relatively more than the perception of local features.
Hence, the cause of the face inversion effect is the disruption
of holistic perception, or the constriction of the perceptual
field, and a consequence is a massive impairment of the per-
ception of all diagnostic face cues, in particular those that
involve multiple elements over a wide visual space (Rossion,
2008; the present paper).

There are many reasons why I have been arguing in favor of the
fourth theoretical position. Let me explain briefly why.

The most parsimonious account is the first one (Sekuler et al.,
2004; Valentine, 1988). Unfortunately, it is so parsimonious that
it does not explain anything! It is also fundamentally incompatible
with the most frequently reported evidence that different diagnos-
tic cues to individualize faces are affected differentially by inver-
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sion. This view is generally advocated by authors who consider
that high-level visual perception can be independent of internal
representations derived from visual experience. Thus, unsurpris-
ingly, this view has also been associated by some authors with
the idea that an inverted face has to be normalized first through
mental rotation before being matched to an internal representation
in memory (Collishaw & Hole, 2002; Rock, 1973; Schwaninger &
Mast, 2005; Valentine, 1988; Valentine & Bruce, 1988). However,
mental rotation is not necessary for face/object recognition across
depth and in-plane rotations (Perrett, Oram, & Ashbridge, 1998;
Wagemans, Van Gool, & Lamote, 1996), and fundamentally incom-
patible with empirical observations (Hayward, Zhou, Gauthier, &
Harris, 2006; Rossion & Boremanse, 2008; Willems & Wagemans,
2001).

The second account (Carey, 1992; Maurer et al., 2002) is the
least parsimonious because it requires making a difference of sta-
tus between so-called ‘‘configural” vs. ‘‘featural” cues, at the repre-
sentational level. Proponents of this view also had to distinguish
between ‘‘holistic” and ‘‘configural” face processing (Carey, 1992;
Maurer et al., 2002). However, there is probably no need to have
‘‘many faces of configural processing” (Carey, 1992; Maurer et al.,
2002). I do not have the space to expand on this issue here, but I
believe in fact that this view has led perhaps to the largest amount
of confusion that we have encountered in the face processing liter-
ature over the past 15 years or so, in particular about the terms
‘‘holistic” and ‘‘configural”. Originally, these two terms were used
interchangeably, as synonyms of a (perceptual) process. Hence,
when authors referred to ‘‘configural processing” (Sergent, 1984;
Young et al., 1987) early on, they actually meant something that
is defined above as ‘‘holistic processing”. However, a number of
influential authors have attributed a special status to relative dis-
tance between features (Carey, 1992; Carey & Diamond, 1977; Dia-
mond & Carey, 1986; Maurer et al., 2002; Mondloch et al., 2002),
which have been progressively referred to as ‘‘configural” facial
cues in the literature. It is misleading in my opinion, for several
reasons. First, these relative distances are not more ‘‘configural”
than other aspects of the face: if a face stimulus is processed ‘‘con-
figurally/holistically”, all aspects of the face are ‘‘configural”
(including local features and diagnostic surface reflectance cues).
Second, there is no strong evidence that human observers are par-
ticularly accurate at perceiving relative distances between the fun-
damental internal features of the face at least (eyes, nose, mouth),
especially when these variations between faces respect the vari-
ability encountered in the normal population.2 In fact, in most stud-
ies, variations of relative distances have to be very large and
unnatural (i.e., making faces grotesque) for participants to be able
to reach satisfying levels of performance. We have experienced this
problem in our own experiments with faces modified according to
relative distances, which had to be quite large (see e.g., Fig. 1 in Goff-
aux and Rossion (2007)). Third, even if it observers were accurate at
perceiving them, it seems that relative distances between features
may not be as important to recognize an upright face than variations
at the level of local features (Rhodes, 1988). That is, even if the fact
that their diagnosticity being more affected by inversion is impor-
tant to understand the nature of the face inversion effect, it does
not mean that these relative distances between features, in particu-
lar when considering only the internal features of a face (eyes, eye-
brows, nose, mouth) are that important to recognize an upright face
in the first place.
2 In some studies (e.g., Le Grand et al., 2001; Mondloch et al., 2002) the face stimuli
are created by using the means of absolute distances between internal facial features
reported in a wide anthropometric study (Farkas, 1981). Yet, it does not take into
account the fact that increasing/decreasing the distance between two facial features
may lead to faces that have unrealistic distances between these manipulated features,
and other features of the face (Gosselin, Fortin, Michel, Schyns, & Rossion, 2007).
In summary, this second theoretical account confounds a conse-
quence of face inversion with its cause. It is not parsimonious at all
because it suggests that they are ‘‘many faces of configural process-
ing” (Carey, 1992; Maurer et al., 2002), while a single holistic/con-
figural processing mode, applied to all diagnostic cues during the
perception of a face may be sufficient to understand the face inver-
sion effect.

The theoretical accounts 3 and 4 are both parsimonious: one
would just need to use one term, either ‘‘holistic” or ‘‘configural”
or both as synonyms, while referring to a process that is applied
to all cues of the face. These are also theoretical positions that, con-
trary to the second account, do not undervalue the role of local face
parts in processing faces: the local face features are critical of
course, and their diagnosticity can only be enhanced by the other
features in a holistic face representation.3 The third account, how-
ever, is incompatible with a qualitative view of face inversion, and
cannot explain why in the large majority of experiments, relative
distances between features are more affected by inversion than local
features. It is also incompatible with any study that reports larger ef-
fects of inversion for certain facial cues than others, e.g., even global
shape as opposed to surface reflectance (brightness, color and tex-
ture) modifications (Jiang et al., in press; Fig. 2). Hence, proponents
of this account are quick to dismiss surface reflectance cues as ‘‘low-
level” visual information (Yovel, in press; Yovel & Kanwisher, 2004),
which would not be part of the face representation. As discussed
previously, this account then becomes more complex, and is cer-
tainly incompatible with a wide range of evidence indicating an
important role of surface-related information in face perception
(e.g., Lee & Perrett, 1997; O’Toole et al., 1999).

For all these reasons, I favor the fourth account, which appears
to me as logical, parsimonious and complete: it can account for a
wide range of observations related to face inversion, in particular
the largest effect of inversion found for perceiving relative dis-
tances between features, but also the disruption of the composite
face illusion with inversion (Figs. 4 and 5). It also accounts for
the larger effects of inversion for modifications at the level of the
global shape (contour) of the face as opposed to internal features
(Van Belle et al., 2009) or surface reflectance (Jiang et al., in press;
Fig. 2), as well as for faces which can be recognized only through
the global organization of their features (faces seen from very far
away, or revealed only through their lower spatial frequencies,
see Boutet et al., 2003; Collishaw & Hole, 2000; Goffaux & Rossion,
2006). Moreover, it is also compatible with the fact that, as pointed
out by Yovel (in press), manipulations of the shape of facial fea-
tures may suffer relatively more from inversion than manipula-
tions of local surface properties (brightness, color, texture). This
is simply because the latter can be resolved locally and do not af-
fect at all the relative distances between features. However, once
again, these variations do not have to be mediated by ‘‘lower-level”
visual processes (Yovel & Kanwisher, 2004).

On a final note before concluding, I do not know if this account
of the face inversion effect is compatible with the simple-to-com-
plex (i.e., hierarchical) model of face recognition proposed by Rie-
senhuber and colleagues (Jiang, Blanz, et al., 2006; Riesenhuber &
Wolff, in press). I appreciate that these authors conceptualized
the representation of faces in their model as holistic. However,
the model in its present states does not seem to be able to account
for the consequences of a loss of holistic face processing for in-
verted faces as discussed here (larger effects for relative distances,
3 The diagnosticity of a given feature is enhanced by the facial context (i.e., the
other features in a correct face template; e.g., Tanaka & Farah, 1993), except in
experimental situations where the context is not diagnostic and may interfere with
the perception of the diagnostic feature (e.g., in the composite face effect, Rossion,
2008; Young et al., 1987). Both cases reflect the fact that a given feature of a face
cannot be treated independently of the whole facial representation.
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for distant features, or global shape variations), or the fact that this
loss is abrupt (between 60� and 90� orientation) rather than grad-
ual (Rossion & Boremanse, 2008). To me, it is not enough to
acknowledge that faces are represented holistically as a result of
experience (Riesenhuber & Wolff, in press). What I meant previ-
ously (Rossion, 2008; Rossion & Boremanse, 2008) is different than
that. I suggested that a holistic (upright) face representation acts as
a template and is necessary to guide the perception of the simple
elements of an incoming visual face stimulus, in a top–down man-
ner. Hence, the features of an upright and an inverted face would
not be perceived the same way, because the inverted face could
not benefit from this template matching. I do not see such top–
down (i.e., representation-driven) processes implemented in the
current hierarchical architecture proposed by Riesenhuber et al.
(2004), but it would be very interesting if the model could be mod-
ified to be able to account for the full range of observations regard-
ing the inversion effect by incorporating such processes.
5. Conclusions and suggestions for future work

In summary, the cause of the detrimental effect of inversion on
an observer’s performance at face recognition is the disruption of a
process referred to as ‘‘holistic/configural” face processing. I sus-
pect that most authors well versed in the face processing literature
would agree with this view. However, to provide a more complete
account of the effects observed in the literature (rather than dis-
missing them), I suggest that the consequence of face inversion is
the relatively larger detrimental effect for the perception of cues
that depend the most on holistic face processing: the relative dis-
tances between features, in particular when they involve multiple
elements over a large space of the face. According to this view, the
observer has a large perceptual or functional visual field when pro-
cessing and upright face, encompassing the whole stimulus (Fig. 6).
This is because the perception of the upright face stimulus is
dependent on an internal representation that acts as a template
for the whole face (Rossion & Boremanse, 2008). When the incom-
ing face stimulus is upside-down, the observer cannot rely on this
global internal representation, and relies on a local analysis of the
features, sequentially, over a constricted perceptual field (Fig. 6).

Even though I do not expect these debates to end with the series
of papers published here, I would like to express a few wishes,
rather than recommendations perhaps, for future work in this area
of research.

First, I wish that we could abandon the term ‘‘configural” to re-
fer to specific cues, or sources of information on the face stimulus.
This is misleading because the face is processed holistically/config-
urally, and thus all face cues, even local surface properties (bright-
ness, texture, color) of an upright face are ‘‘configural” in a sense.
Using the term ‘‘configural” or ‘‘configuration” only to refer to dis-
tances between features is a major source of confusion in the face
processing literature. I would suggest that we rather refer explic-
itly to relative distances between features. The term ‘‘configural”
should be better used to refer to a process, as a synonym of ‘‘holis-
tic” (as it was used in the earlier studies, by Sergent (1984) and
Young et al. (1987)).

Second, as I tried to illustrate in the last section of my previous
paper (Rossion, 2008), a good way to avoid over-interpretation of
data or dismiss valid observations is to know and take into consid-
eration the history of the field of face processing, which has always
balanced in cycles between a ‘‘holistic/configural” view of face per-
ception as opposed to an emphasis on the role of local facial fea-
tures (Ellis, Jeeves, Newcombe, & Young, 1986). These two views
are not incompatible at all, since being able to process a face holis-
tically enhances the diagnosticity of local facial parts. Hence, argu-
ing that local facial parts are important for face recognition (e.g.,
Cabeza & Kato, 2000) does not, by any means, contradict at all
the holistic perception view. The real issue will be to clarify if
part-based and holistic face representations co-exist within the
face processing system, perhaps in a hierarchically organized bot-
tom-up manner as suggested by some (Jiang, Rosen, et al., 2006;
Riesenhuber & Wolff, in press; Ullman, 2007), or if faces are rather
first (Sergent, 1986) and only (Farah et al., 1998) processed holisti-
cally (see also Wallis, Siebeck, Swann, Blanz, and Bülthoff (2008)
for a recent discussion of this issue).

Third, from a more methodological standpoint, when testing
upright and inverted face processing in normal observers, I would
like to reiterate the importance of measuring both accuracy and
correct response times (RTs), as correct RTs could be relevant to as-
sess differences between conditions and understand the nature of
the effects observed, even when accuracy rates are not at ceiling.

Fourth, since the effect of inversion on the perception of facial
cues depends on the observer’s gaze fixation, we could gain critical
information by systematically measuring eye fixations and sac-
cades during upright and inverted face processing in a dynamic
way (e.g., Barton, Radcliffe, Cherkasova, Edelman, & Intriligator,
2006), in particular when there are no explicit instructions about
which parts of the face have to be attended.

Finally, there are a number of issues with respect to the face
inversion effect that could not be addressed in this paper and in
the debate with my colleagues here, but which would benefit
greatly if we develop a common understanding of the nature of this
phenomenon: e.g., why is the inversion effect much larger for faces
than objects?; can it be increased by visual expertise with nonface ob-
jects and under which conditions?; could it be overcome or reduced
following training with inverted faces?; why it is abolished or strongly
reduced following acquired prosopagnosia?; what is its developmental
course?; why does it lead to increased activation in general object-sen-
sitive brain areas of the lateral occipital cortex as well as face-sensitive
event-related responses on the scalp?; etc.

I do not know when and how these issues will be fully resolved,
but I believe that one of the most important issue on the agenda of
face researchers should rather be to demonstrate directly the crit-
ical aspects of holistic processing that are disrupted by inversion.
Up to now, what we know from different studies is that the pro-
cessing of a given feature of a face is no longer (or much less) influ-
enced by the identity and position of the other facial features when
the face is presented upside-down (e.g., Farah et al., 1998; Goffaux,
2009; Le Grand, Mondloch, Maurer, & Brent, 2004; Leder & Carbon,
2006; McKone, 2004; Rossion & Boremanse, 2008; Sergent, 1984;
Suzuki & Cavanagh, 1995; Tanaka & Farah, 1993; Tanaka & Sengco,
1997; Young et al., 1987; see Figs. 4 and 5). However, a more direct
demonstration of a disruption of holistic perception with inversion
than this reduced interdependence of features requires the devel-
opment of paradigms that could directly demonstrate the key
hypothesized aspects of holistic processing and its disruption: (1)
the modulation of the perceptual field (large/constricted for up-
right vs. inverted faces respectively); (2) the simultaneous vs.
sequential perception of distinct facial features for upright and in-
verted faces, respectively; and (3) the integration of features into a
single representation for upright but not (or much less) for in-
verted faces. A better understanding of how the human brain per-
ceives, represents and recognizes faces depends on the clarification
of these questions.
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Appendix 1. Specific replies to the authors’ points about
methods of their studies

Replies. to Yovel

1. Regarding correct RTs in the experiments of Yovel and Kanwish-
er (2004), it is true that I missed the supplementary material,
where RT data were (partially) provided. However, I find their
supplementary data to be quite confusing. For the first three
experiments (behavioral performed outside the scanner, second
face exemplar, and behavioral inside the scanner) the authors
only report RTs for the upright, not inverted conditions, and
do not report statistics. Then, they report data from an ‘‘addi-
tional study” in which they report the means (for both accuracy
and RTs) only for the upright conditions of the ‘‘configural” and
‘‘featural” changes, and they report statistics for ‘‘the inversion
effect” but they do not specify if those statistics came from the
analyses of accuracy, RTs or a combination of both. It is unfor-
tunate because, even with the supplementary material, one
can never truly assess whether there were differential inversion
costs for ‘‘configural” and ‘‘featural” trials.

2. As I indicate in the main text, contrary to what is stated by
Yovel (in press), I did not overlook the difference between mod-
ifications at the level of shape of features vs. surface properties
(brightness, color, texture) in my paper, which were discussed
in a whole paragraph (see p. 279 in Rossion (2008)). I men-
tioned that these modifications were unlikely to be affected
the same way by inversion than shape-changes, at least at the
local level (e.g., eye color), precisely because surface reflectance
modifications are largely orientation-independent, and do not
change relative distances between features. However, instead
of ruling out the modifications of surface properties as being
‘primarily mediated by lower level processes’ (Yovel, in press;
Yovel & Kanwisher, 2004, p. 895), I do not see any reason, at
least for color and texture cues, to exclude them from high-level
face representations. There is enough evidence that global and
local surface reflectance properties play an important role in
face recognition (e.g., Hill, Bruce, & Akamatsu, 1995; Lee & Per-
rett, 1997; O’Toole et al., 1999; Russell et al., 2007). In fact, Rus-
sell et al. (2007) found equally large effects of inversion for faces
differing in terms of shape and surface reflectance for instance
(when 3D shape variations were minimized, see Jiang et al., in
press; and Fig. 2).

3. I do not understand how Yovel can claim that my description of
their experiment (Yovel & Kanwisher, 2004) was not correct.
They had a single base stimulus (#1), for which they created
four ‘‘configural” faces and four ‘‘featural faces”. It is true that
each of these four stimuli differ according to BOTH the eyes
and the mouth with respect to the target. However, in their
methods section (p. 896), they indicate ‘‘All possible combina-
tions from the original and the four different manipulated stimuli
yielded 20 different pairs for the configuration condition and 20
different pairs for the part condition. Each of the 20 different pairs
of the configuration and the part sets”. This means that, if I under-
stand correctly, for instance, for the ‘‘configural” set, we have
the pairs: 1–2, 1–3, 1–4, 1–5, 2–3, 2–4, 2–5, 3–4, 3–5, 4–5
(10). In the pairs 1–2, 1–3, 1–4, 1–5, it is true that BOTH the
eyes and the mouth are changing, as now described by Yovel.
However, in the pair 2–3, when I look at Fig. 1 displayed by
Yovel and Kanwisher (2004), only the eyes are changing hori-
zontally, not the mouth. In other words, I was correct describing
60% of the ‘‘configural” trials used in the study of Yovel and
Kanwisher (2004), and wrong for 40%. This is a serious method-
ological shortcoming in that study because in the ‘‘feature” con-
dition, both the mouth and the eyes changed in each trial
(100%), whereas in the ‘‘configural” condition, this proportion
falls down to 40%. Moreover, for the ‘‘configural” condition,
the 60% and 40% trials were all merged in the analysis, which
I think is not correct because the trials in which only the mouth
changes for instance, should give rise to larger inversion costs.
Finally, even if I got these proportions wrong (I do not know, I
can only judge based on the methods provided and the figure),
I still do not see how this can be used that as an argument
against the point I made in my review.

Replies. to Riesenhuber and Wolff

1. I wrote initially that ‘‘Riesenhuber et al. (2004) did not equalize
performance for configural and featural trials upright”. Riesenh-
uber and Wolff (in press) claim that I was wrong on this point,
so let us look at the facts. I based this claim on their graphs and
error bars, because they did not provide the statistical values in
their original papers. In their main experiment, performance for
‘‘featural” trials was at 85%, while it was at 77% for ‘‘configural”
trials in the experiment with random order of trials. The error
bars did not overlap, but Riesenhuber and Wolff now report
that this 8% difference was not significant (p > 0.1, with a small
sample of 15 subjects) to claim that they had conditions equal-
ized for performance at upright orientations. Based on these
numbers, the reader will judge if my claim was unfounded. In
any case, in their second experiment (conditions blocked), the
advantage for ‘‘featural” over ‘‘configural” trials raised to about
10% (‘‘configural first”) and 21% (‘‘featural first”). I doubt that
these differences were not significant (no p-value is reported
by Riesenhuber et al. (2004)), and I am surprised that the
authors dare to claim that they equalized their conditions at
upright orientation.

2. I mentioned in my previous paper that ‘‘there is no evidence
whatsoever that this blocking factor plays any role in the
absence of significantly larger inversion costs for configural
than featural trials reported by Riesenhuber et al. (2004)”. I
stand by this point, completely. In their reply, the authors are
correct to point out that in Goffaux and Rossion (2007), what
was blocked was orientation, not condition. So that citation
was not adequate as evidence that blocking did not affect the
effect. However, what is important is precisely that ‘‘configural”
and ‘‘featural” trials were randomized, as in other studies (Fre-
ire et al., 2000, experiments 3 and 4; Leder & Bruce, 2000) and
that larger effects were found for ‘‘configural” trials. Most
importantly, the authors still do not provide any evidence that
their point was supported by their data: that is, blocking condi-
tions did not interact at all with a differential effect of inversion
for ‘‘configural” vs. ‘‘featural” trials in their study (no evidence
of a triple interaction in the study of Riesenhuber et al. (2004)).

3. I thank Riesenhuber and Wolff (in press) for providing the
reader with a larger set of stimuli they used. The stimuli they
provide show that these manipulations were not made to the
extent that I illustrated in a figure published my review. This
is fine. I made this figure for illustration purposes, without mak-
ing any claim about the degree of manipulations used by Rie-
senhuber et al. (2004). I stand by the claim that the authors
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could have been more careful in making of their stimuli,
because they mixed up ‘‘featural” modifications with changes
of relative distances between features. At least, they should
have acknowledged that it could have greatly influenced their
results. I still do not know where they stand on this point, but
I think that they, as well as Yovel (in press), will agree with
me that when manipulating local shape of features, it affects
relative distances between features as well. Even more so if
one considers as a local featural modification the swapping of
an entire area of the face (eyes + eyebrows) between stimuli.

4. I was also incorrect in citing Le Grand et al. (2001) as a study in
which accuracy was equal at upright orientation for ‘‘configu-
ral” and ‘‘featural” trials. I referred to the original paper, in
which this was the case, but there was an erratum published
later (Nature 2001;412(6849):786) in which it was showed that
in fact accuracy was higher on the featural set than the spacing
set. I thank Cathy Mondloch for pointing this out to me.
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